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Full field modeling of recrystallization: effect of intragranular strain gradients on grain boundary shape and kinetics
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Abstract

The effect of stored energy field heterogeneity on the microstructure evolution during static recrystallization (SRX) was assessed by performing three dimensional (3D) full field simulations. These simulations were performed by using the Level set (LS) method in a finite element (FE) framework with unstructured tetrahedral FE mesh. An extension of classical LS-FE for SRX was developed to account for average stored energies in zones adjacent to grain boundaries (GBs) in each grain. Annihilation of dislocations by a passing GB was taken into account. The results of 3D simulations were analyzed to compare the “per interface” LS model to the usual “per grain” LS method (with averaging stored energy per grain). Recrystallization is faster at the beginning of the heat treatment when using the ”per interface” model. The analysis of the evolution of grain volume and grain surface scattering reveals that the ”per interface” approach results in complex shapes of grains which are closer to those observed in experiments. Local simulations for few grains with refined FE mesh were also performed to study the effect of stored energy heterogeneity along interfaces, and even higher complexity of grain topology was observed compared to the results of ”per interface” computations.
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1. Introduction

Understanding of microstructure evolution during thermomechanical processing is crucial for the prediction and optimization of mechanical properties of metals and alloys. Numerical simulations can contribute to the better description of static, dynamic and postdynamic recrystallization, grain growth and Smith-Zener pinning phenomenon [1]. In a full field context, they can be performed using probabilistic Monte Carlo Potts [2–6], Cellular Automata [7–9], deterministic phase field [10–12], vertex [13, 14] or level set (LS) [15–26] models. These numerical methods are currently used and developed by numerous researchers [27] and regularly compared for particular metallurgical mechanisms [13, 19].

Of course, all the mentioned models have their own strengths and weaknesses. The LS method, with recent developments of optimization techniques, namely, a direct and parallel reinitialization algorithm [28] and a recoloring scheme [29] coupled with a meshing/remeshing strategy in context of unstructured FE mesh can be considered as an efficient and accurate way to model large systems evolution for static [20] or dynamic recrystallization [21]. However, many challenges remain for modeling microstructure evolution with adequate description of all physical aspects at the microscopic scale and in 3D. Influences of stored energy heterogeneities at the grain scale and anisotropy of mobility and interface energy (by taken into account the entire five dimensional domain of GB existence in the description of the GB energy) need to be further investigated. To take into account these effects in the FE-LS approach, a careful analysis of the solution behavior is required since instabilities can raise from heterogeneous velocity field [17].

In previous works using the LS method for modeling the Smith-Zener pinning phenomenon or recrystallization, the effect of dislocation density heterogeneities on the GBs motion was taken into account at the mesoscopic scale by averaging the stored energy per grain (and computing the corresponding energy gradient across GBs). To the authors knowledge, this approximation is systematic for the deterministic methods except in the full field formulation of [30] where, however, the heterogeneous intragran-
ular stored energy field and its evolution are not taken into account directly. The “per grain” approach provides quite good agreement of computed recrystallization kinetics with experimental ones but GBs keep regular shapes without remarkable development of curvatures [20, 22–24]. Similar grain topology can be found in a recent paper reporting the results of the vertex method coupled with a crystal plasticity model [31]. Results of simulations without averaging procedure using the Monte Carlo Potts model [3, 6] or Cellular Automata [7, 9] reported in the literature do not put in evidence either the development of irregular shapes of GBs at the transient states of recrystallized microstructures. The experimental measurements, however, often reveal the appearance of distorted GBs during recrystallization as illustrated by the white arrows in Fig.1 for an experimental micrograph obtained with the Forward Scattered Electrons (FSE) detector of a Scanning Electron Microscope (SEM) on a partially recrystallized tantalum sample.

In the present work, the effect of stored energy heterogeneity was assessed at the intragranular scale by considering the stored energy per each interface (GB) of a given grain. The energies on one side of each GBs and on its other side can differ due to the heterogeneity of the original stored energy field, as provided by crystal plasticity FE computations [26, 32], thereby establishing an energy gradient which contributes to the GBs motion. This approach still provides an approximate estimation of recrystallization kinetics but more accurately from the physical point of view than “per grain” method [20, 21], notably at the multiple junctions. In addition, in the developed “per interface” approach, a minimal $e_0$ value (material dependant) for the stored energy is imposed, as in [21] for “per grain method”, in recrystallized zones to account for the annihilation of dislocations by a passing GB. The stored energies near interfaces are updated at each time step. The GB energy and mobility were assumed to be isotropic in the following.

The proposed method was first validated considering simple configurations. Namely, the simulations of 2D and 3D three grain junction motion with constant velocities were performed, and the results were compared with analytical solution discussed in the literature [33]. Then, 3D simulations of static recrystallization were carried out and compared with ones obtained in [20] for 304L stainless steel. Finally, the numerical
study was conducted on few grains with refined mesh without averaging to analyze the effect of stored energy heterogeneities along GB. The results were compared with ones obtained using the "per interface" approach.

Figure 1: Experimental micrograph obtained with the FSE detector of a SEM on a partially recrystallized tantalum sample. The color contrast is orientation dependent. Recrystallized grains appears with an homogeneous color contrary to the unrecrystallized ones exhibiting substructures. White arrows indicate few examples of grain boundaries between recrystallized grains with a complex shape.

2. Numerical model

2.1. Level set description of the polycrystals

In this work, the full field modeling was performed by using the LS method in a P1 FE framework. In the LS approach, each sub-domain $G$ (grain) in a given domain $\Omega$ (polycrystal) is classically described implicitly by computing the signed distance function $\phi(x,t)$ representing the distance to the sub-domain boundaries $\Gamma = \partial G$ (grain boundaries). In the used P1 formulation, the function $\phi(x,t)$ is calculated at each node on the FE mesh and is chosen, by convention, positive inside of the grain and negative
outside:

\[
\begin{align*}
\phi(x,t) &= \pm d(x,\Gamma(t)), x \in \Omega, \\
\Gamma(t) &= \{ x \in \Omega : \phi(x,t) = 0 \},
\end{align*}
\]  

(1)

where \(d(x,\Gamma(t))\) means the Euclidean distance from the point \(x \in \Omega\) to the boundary \(\Gamma(t)\). In the LS method, the evolution of \(\phi(x,t)\) is given by the following transport equation [15]:

\[
\begin{align*}
\frac{\partial \phi(x,t)}{\partial t} + \vec{v}(x,t) \cdot \nabla \phi(x,t) &= 0, \\
\phi(x,t = 0) &= \phi^0(x),
\end{align*}
\]  

(2)

where \(\vec{v}(x,t)\) is the velocity field. It is generally assumed for metals that the kinetic law for grain boundary motion can be defined as [34]:

\[
\vec{v} = MP\vec{n},
\]  

(3)

where \(M\) is the grain boundary mobility, \(P\) is the net pressure i.e. the net driving force per unit area, and \(\vec{n}\) is the outward unit normal to the GB. In context of deterministic full field approaches, the net pressure is classically defined as:

\[
P = \tau[\rho] - \gamma \kappa,
\]  

(4)

where \(\tau\) is the dislocation line energy, \(\|\rho\|\) is the dislocation density jump across interfaces, \(\gamma\) is the GB energy and \(\kappa\) is the mean GB curvature (i.e. the curvature in 2D and the sum of main curvatures in 3D). That is the GB motion is governed by the stored energy gradient across the GBs and capillarity. The isotropy hypothesis remains here to consider \(M\) as only dependant of the temperature and \(\gamma\) as constant. Let’s consider a polycrystal consisting of \(N_g\) grains and \(N_p\) LS functions are used to represent the polycrystalline aggregate. Assuming that \(\|\nabla \phi_i(x,t)\| = 1, \forall i \in \{1,N_p\}\), i.e. \(\phi_i\) remain distance functions all along the simulation, after substituting Eq.(4) into Eq.(3) and Eq.(3) into Eq.(2), and by considering the following properties of distance functions with the chosen sign convention,

\[
\vec{n}_i = -\nabla \phi_i/\|\nabla \phi_i\| = -\nabla \phi_i, \quad \kappa_i = \nabla \cdot \vec{n}_i = -\Delta \phi_i,
\]  

(5)
, one can solve a set of \( N_p \) convective-diffusive equations to take into account Eq. (3) for all the grains of the considered polycrystal [18]:

\[
\begin{aligned}
\frac{\partial \phi_i(x,t)}{\partial t} &- M \gamma \Delta \phi_i(x,t) + \vec{v}_i^{[\rho]} \cdot \nabla \phi_i(x,t) = 0, \\
\vec{v}_i^{[\rho]} & = M \tau \rho \vec{n}_i,
\end{aligned}
\]

(6)

Details concerning how \( \vec{v}_i^{[\rho]} \) is finally decomposed by considering a "per grain" or a "per interface" approach are described in the following sections. In the case where \( N_p = N_g \), the number of equations is equal to the number of grains. In the present work, we use the coloring scheme [29] which allows to limit the number of needed LS functions. The polycrystal is decomposed into families of distinct grains (not neighboring), and each family is represented by a single Global Level set (GLS) function \( \phi_i(x,t) \) verifying Eq. (6). The recoloring scheme introduced in [29] and improved in [20] is used: each family contains only the grains which are separated by a critical distance. To avoid the numerical coalescence of grains represented by the same GLS function, a dynamic swapping procedure (recoloring) is performed at each time step (see [20, 29] for details). This aspect is crucial in terms of memory and numerical cost to brave 3D LS-FE simulations with a large number of grains.

A particular numerical treatment was proposed in [35] to avoid kinematic incompatibilities after solving the convective-diffusive equations (6). The method consists in removing vacuum regions appearing at multiple junctions after each time increment by correcting the GLS functions as follows:

\[
\phi_i(x,t) = \frac{1}{2} \left( \phi_i(x,t) - \max_{j \neq i} \phi_j(x,t) \right), \quad 1 \leq i \leq N_p.
\]

(7)

One of the drawbacks of LS method is a possible alteration of the distance metric after solving Eq. (6): \( \| \phi_i(x,t) \| \neq 1 \). The distance function must therefore be reinitialized at each time step to ensure the metric property \( \| \phi_i(x,t) \| = 1 \) and, hence, the validity of the convective-diffusive formulation Eq. (6) at least in a narrow band around the grain interfaces (\( \| \phi_i(x,t) \| < h \)). It is performed by using the parallel and direct reinitialization algorithm detailed in [28]. This method was demonstrated to be fast and accurate. In the reinitialization algorithm, the GLS interface is firstly discretized into a collection
of segments. Nodal values of the GLS functions are then recomputed by finding the nearest element of the collection and calculating the distance between the considered node and this nearest element. This method takes advantage of a space-partitioning technique using $k$-$d$ tree and an efficient bounding box strategy enabling to maximize the numerical efficiency for parallel computations.

2.2. Grain boundary motion - classical LS formulation

By extrapolate the shape of the velocity term, $\vec{v}^i_j$ of Eq. (6), for the interface between grain $G_i$ and $G_j$, the corresponding velocity, $\vec{v}^i_j$, can be written as:

$$\vec{v}^i_j = M \tau^{[\rho]}_{ij} \vec{n}_{ij}, \quad (8)$$

In the usual approach considering the stored energy as constant per grain [17, 18, 20–23, 26, 32], for each interface between grain $G_i$ and $G_j$ it is assumed that

$$\tau^{[\rho]}_{ij} = e^j - e^i, \quad (9)$$

where $e^i$ and $e^j$ are the mean stored energies in the grains $G_i$ and $G_j$, respectively. These averages can directly come from constant approximative values where only a gradient of the stored dislocations between the nucleus and the non-recrystallized grains is considered as in [17, 18, 23], simplified mechanical formulations as in [21] or be evaluated thanks to an existing dislocation field in the FE mesh of the calculation domain $\Omega$ following Eq. (10) as in [20, 22, 26, 32].

$$e^i = \tau \int_{G_i} \rho(x) \, d\Omega / \int_{G_i} d\Omega. \quad (10)$$

In the present work, to model the recrystallization kinetics with higher accuracy from the physical point of view, we develop an approach in which the rate of interface migration is computed locally by averaging the stored energy per interface, namely, over the nodes of the FE mesh which are closer to a given interface than to the others. For this averaging procedure, (9) can be rewritten as follows:

$$\tau^{[\rho]}_{ij} = e^j - e^i, \quad (11)$$
where $e_{ij}$ and $e_{ji}$ are an average of the stored energy field at interface $\Gamma_{ij}$ in the grains $G_i$ and $G_j$, respectively, as defined by Eq. [12] and illustrated in Fig. [2].

$$e_{ij} = \tau \int_{\Gamma_{ij}} \rho(x) \, d\Omega / \int_{\Gamma_{ij}} d\Omega,$$

(12)

with,

$$\Gamma_{ij} = \{ x \in \Omega / \phi_i(x,t) \in [0,h] \, \text{, and} \, \phi_j(x,t) = \max_{k \neq i} (\phi_k(x,t)) \}.$$

(13)

Thus, when computing the stored energy per interface, we consider only the nodes for which the distance from the interface is less than the parameter $h$ (half thickness of the interface zone presented in Fig. [2]) chosen by the user. The value of $h$ should be imposed taking into account the mesh size. The details of the method to identify the interfaces and to compute the corresponding energies are given in the subsection [2.3]

2.3. "Per interface" method

The convection-diffusion equations (Eq. [6]) under zero Neumann boundary condition (implying the orthogonality of the grain boundary network to the calculation domain border) are solved in the following by using an implicit streamline upwind Petrov-Galerkin FE scheme. Using this numerical scheme, a special attention has to be paid to the velocity field $\vec{v}_J$ in the vicinity of multiple junctions as it was emphasized in [17]. In fact, rather than to deal with $\vec{v}_i$ per grain as described in Eq. [6] and by considering the contributions of each neighbor as detailed by Eq. [8], a global common velocity, $\vec{v}_e$, is built in the calculation domain and used for each convection-diffusion system. For the "per interface" approach developed in the present work, the following smoothing is naturally proposed as an extension of the method formulated in [17] for the "per grain" approach:

$$\forall x : 0 \leq \phi_i(x,t) < h \quad \vec{v}_e(x,t) = M \sum_{\Gamma_{ij}} f(\phi_i(x,t),l) (e_{ij}(x,t) - e_{ji}(x,t)) \vec{n}_{ij}(x,t),$$

(14)

The function $f$ must be chosen as a monotonic function decreasing from 1 (for $\phi_i = 0$) to 0 (for $\phi_i = l$).
Figure 2: 2D example of dimensionless stored energy field averaged per interface zone of thickness $h$ for a polycrystal made of 278 grains and generated thanks to a Laguerre-Voronoi tessellation algorithm: (top left) polycrystal with grains’ Id, (top right) averaged stored energy field and (bottom) zoom on few grains.
To identify interfaces and to compute the corresponding stored energy difference \( e_{ij} - e_{ji} \) in [14], four indices need to be recorded for all the nodes located in the vicinity of the interfaces:

1) index of the grain family, \( i \);
2) index number of the grain, \( I_i \) given by the local value of the index field \( I_i(x,t) \);
3) index of the neighboring grain family, \( j \);
4) index number of the neighboring grain, \( I_j \) given by the local value of the index field \( I_j(x,t) \);

First, for each GLS function \( \phi_i \), the corresponding index field is defined in the nodes of the FE mesh. Inside of a grain the field is equal to the grain index which is the natural number from 1 to \( N_{G}^i \) where \( N_{G}^i \) is the total number of grains of the corresponding family. Fig.3 (top) illustrates, for the polycrystal of Fig.2 one of the index field, \( I_3(x,t) \), obtained after the coloring algorithm with \( N_{G}^i = 45 \). Nine GLS are used in this case to describe all the microstructure. The index field is equal to 0 in the nodes which are outside of the grains belonging to the corresponding GLS function, i.e. \( \phi_3 \). The reader is referred to [20,29] for details.

Let’s assume that the grain \( G \) in Fig.3 (bottom) belongs to one of the grain families represented by GLS function \( \phi_i \) and then that the index field inside of this grain is equal to \( I_i \). In each node of the mesh with coordinates \( x \) located inside of the grain \( G \) and close to one interface of this grain (i.e. \( 0 \leq \phi_i(x,t) < h \)), a neighboring (the nearest) grain family is identified (family with maximal value of the corresponding GLS function, \( \phi_j(x,t) \)). The index of this neighboring family, \( j \), is recorded. These three indices (\( i, I_i \) and \( j \)) are sufficient to uniquely identify the interface only if the grain \( G \) does not have several neighboring grains which belong to the same grain family. In the opposite case, the fourth index is required.

It is exactly the case of the grains 13, 20 and 35 in Fig.3 (bottom) which all belong to the same GLS, i.e. \( I_3 \). To distinguish the interfaces between the grain \( G \) and these grains the fourth index, \( I_3 \), is then required to obtain the index number of these grains (13, 20 and 35). The index field for the the third grain family is extended as it is illustrated in Fig.3 (bottom) up to the distance \( h \) from the boundaries of the grains which allows to define the index number of neighboring grains \( I_3 \) in nodes located in
Figure 3: Description of the $I_3(x,t)$ index field for the polycrystal described in Fig. 2 (top) and description of one particular configuration requiring the use of the fourth index (bottom).
the grain \( G \) close to the interfaces (i.e. \( 0 \leq \phi_i(x,t) < h \)).

After performing, for all grain families, the procedure described above, the averaged stored energy per interface \( e_{ij|I_i|I_j} \) can be computed. Fig. 2 illustrates an example of the stored energy field averaged per interface.

The energy difference across the interface can then be easily then calculated in Eq.\([14]\) as:

\[
e_{ij}(x,t) - e_{ji}(x,t) = e_{ij|I_i|I_j} - e_{ji|I_j|I_i}.
\]  

(15)

An alternative to the proposed four index algorithm could be to consider a fixed index for each grain from appearance to disappearance of it independently of the coloring and recoloring operations defining the global LS functions.

In the present work, the minimal \( e_0 \) value (material dependant) for the stored energy is imposed in recrystallized zones to account for the annihilation of dislocations by a passing GBs [36]. The energy per interface is recomputed after each time increment.

3. Discussions on simple configurations

3.1. Three grain junction motion: dependent velocities

Let’s consider a simple isotropic (in terms of \( M\gamma \) value) stable triple junction configuration described in Fig. 4. Initially, the interfaces meet at the angles of 120 degrees which correspond, following Herring’s equation, to the equilibrium state for the angles in the case of isotropic grain boundary energy. Following Eq.\([6]\) by assuming a constant stored energy per grain with \( e_1 > e_2 > e_3 \), the velocities of the straight interfaces (see Fig. 4a)) are defined by:

\[
\|v_{13}\| = M\tau(e_1 - e_3), \quad \|v_{23}\| = M\tau(e_2 - e_3),
\]  

(16)

and,

\[
\|v_{12}\| = M\tau(e_1 - e_2) = \|v_{13}\| - \|v_{23}\|.
\]  

(17)

It can be be easily shown that the condition \([17]\) automatically yields the transport of the initial configuration by conserving the angles of 120 degrees without boundary
distortion as illustrated by the dotted lines in Fig. 4(a). Indeed, the following statement can be formulated:

- If three lines intersect at a single point at angles of 120 degrees, and if one of the lines is displaced in its perpendicular direction to the distance of \( a > 0 \) and one of the two others is moved to the distance of \( b > 0 \) from the initial positions, then the distance between the intersection point for the displaced lines and the third (not moved) line is equal to \(|a - b|\) or to \(a + b\) (depending on the direction of lines displacement). The proof of this statement is quite obvious and based on simple geometrical rules.

Thus, when the "per grain" approach is employed for isotropic configuration, the velocities are compatibles in the sense that they are dependent and the displacement of interfaces does not disturb the geometry of the triple junctions initially considering at the equilibrium state.

However, the interface distortion can appear if the velocities are independent which is, a priori, the case when using the "per interface" approach. This can be understood by analyzing an example of triple junction motion with incompatible velocities illustrated in Fig. 4 where \( \|v_{13}\| = M \tau (e_{13} - e_{31}) \), \( \|v_{23}\| = M \tau (e_{23} - e_{32}) \) and \( \|v_{12}\| = M \tau (e_{12} - e_{21}) \) which is a priori different to \( \|v_{13}\| - \|v_{23}\| = M \tau (e_{13} + e_{32} - e_{31} - e_{23}) \).

In the following subsection, it is clearly illustrated by 2D and 3D simulations of three grain junction motion by LS approach.

3.2. Three grain junction motion: independent velocities

To test the robustness of the LS approach for modeling the recrystallization with averaging the stored energy per interface, a dimensionless simple configuration was considered in a unit square or a unit cube. Namely, the simulations of a triple junction motion was performed imposing constant velocities for interfaces (see Fig. 5(a)) which initially meet at the angles of 120 degrees. One of the three interfaces is imposed to be stationary \((v_{12} = 0)\). For two other interfaces, magnitudes of velocities and migration direction can be varied independently. The configurations considered in the present work are inspired by [33] which offers the possibility of comparing the results of the present simulations with expected interface migrations.
Figure 4: (a) A triple junction meeting at angles of 120 degrees with compatible displacements in the "per grain" approach. (b) Triple junction with independent boundary velocities and incompatible displacements resulting in curved boundaries in the "per interface" approach.
In all simulations in the present work, the time step was chosen to provide the
displacement of the interfaces at each step to be smaller than the minimal mesh size.

First, convergence of the numerical solution with mesh refinement was verified. Re-
sults of 2D simulations with homogeneous isotropic FE mesh are illustrated in Fig. 5.
The numerical solution obtained for the mesh composed of 163,620 elements coincides
with the ones provided by simulation with 665,706 elements (Fig. 5(d)). The FE mesh
of 163,620 elements was further used to study other 2D configurations which are illus-
trated in Fig. 6. All the 2D simulation results are similar to solutions proposed in [33]
for the 2D cases. However, capillarity was not taken into account in [33]. This explains
that the triple junction can, very locally, differ and the observed smoothed angle in the
numerical solution visible in Fig. 6(e) (see the red circle).

For 3D simulations, an isotropic FE mesh containing 14,211,592 tetrahedra was
generated for the unit cubic domain with mesh refinement in the vicinity of the inter-
faces (see Fig. 7). In the case of the interface velocities of the same magnitude, the
triple junction motion results in the formation of a spiral type junction. Initial and fi-
nal (at time $t = 80$) configurations are shown in Fig. 7. Other triple junction motion
problems were considered as it was done for the 2D case. The simulations results are
illustrated in Fig. 8 and conclusions, in terms of convergence and representativeness of
the results are similar to ones obtained in 2D simulations.

4. Static recrystallization simulations

Simulations of recrystallization for 304L stainless steel were performed with the re-
sults of crystal plasticity FE computations adopted from [20] and considering necklace-
type nucleation or bulk-type nucleation. The same polycrystal generated by Laguerre-
Voronoi Tessellation method [37][38] was considered. Using crystal plasticity analysis,
a planar compression test up to a total strain of 30% was simulated on a polycrystal
composed of 100 grains with initial dimensions $0.62 \times 0.62 \times 0.62$ mm$^3$. The reader is
invited to [20] for details.

After deformation, the dimensions of the polycrystalline aggregate are $0.8 \times 0.62 \times
0.48$ mm$^3$. A homogeneous isotropic FE mesh composed of 7,683,541 elements was
Figure 5: (a) Three grain junction with initial angles of 120 degrees, and comparison of the results of 2D simulations obtained using isotropic homogeneous FE mesh composed of (b) 12,478 (red curve) and 665,706 (green curve) elements, (c) 40,522 (red curve) and 665,706 (green curve) elements, (d) 163,620 (red curve) and 665,706 (green curve) elements.
Figure 6: Three grain junction with initial angles of 120 degrees with imposed constant velocities (a) $v_{13} > v_{23}$, $v_{12} = 0$, (b) $v_{13} < v_{23}$, $v_{12} = 0$ and (b), (e) corresponding results of 2D simulations; (c), (f) corresponding expected evolutions according to [33] without curvature driven migration.

Figure 7: FE mesh used for 3D simulations of three grain junction motion by the LS method with imposed three constant velocities of the same magnitude resulting in the formation of a spiral type junction.
Figure 8: Three grain junction with initial angles of 120 degrees with imposed constant velocities and results of 3D simulations of junction motion by the LS method (similar to the 2D case shown in Fig. 6).
generated for the static recrystallization calculations. A heat treatment of 20 minutes at temperature of 1000°C was simulated with time step \( \Delta t = 5 \text{ s} \). Fig. 9(a) displays the stored energy field provided by the crystal plasticity computations with added nuclei at GB. Fig. 9(b) illustrates the corresponding stored energy averaged per interface. One can see that stored energy far from the grain interfaces (\( \phi_i > h \)) is, as detailed previously in the "per interface" numerical framework, not taken into account in the velocity calculation (blue color in the grains’s bulk). Moreover, the energy field seems to fluctuate in the initial unrecrystallized grain interfaces. These fluctuations are consistent with the fact that nucleus are taken into account as new grains to evaluate the per interface stored energy field.

Simulation parameters used in the recrystallization computations are collected in Table 1.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>GB mobility, ( M )</td>
<td>( 5 \cdot 10^{-13} \text{ m}^4 \cdot \text{J}^{-1} \cdot \text{s}^{-1} )</td>
</tr>
<tr>
<td>GB energy, ( \gamma )</td>
<td>( 0.6 \text{ J} \cdot \text{m}^{-2} )</td>
</tr>
<tr>
<td>Temperature, ( T )</td>
<td>( 1000 \text{ °C} )</td>
</tr>
<tr>
<td>Time step, ( \Delta t )</td>
<td>( 5 \text{ s} )</td>
</tr>
<tr>
<td>Number of nuclei (necklace), ( \Upsilon_{gb} )</td>
<td>3235</td>
</tr>
<tr>
<td>Number of nuclei (bulk), ( \Upsilon_{bulk} )</td>
<td>3224</td>
</tr>
<tr>
<td>Minimal stored energy, ( e_0 )</td>
<td>( 0 \text{ J} \cdot \text{m}^{-3} )</td>
</tr>
<tr>
<td>Thickness of the interface zone, ( h )</td>
<td>( 0.03 \text{ mm} )</td>
</tr>
</tbody>
</table>

Table 1: Parameters used in the static recrystallization simulations for the considered 304L steel [20].

The effect of the interface zone thickness, \( h \), which is a parameter imposed by the user, need to be discussed. It is worth mentioning that \( h \) has to be less or equal to the half-value thickness of the reinitialization zone (where the metric property \( \|\phi(x,t)\| = 1 \) is ensured) since the distance function and the extended index field need to be defined for the interface identification as it is described in Sec. 2.3. In addition, it should be higher than a maximal displacement of GBs at any time step. In the simulations per-
Figure 9: (a) Stored energy field as provided by the crystal plasticity FE computations (nuclei are shown in blue) and (b) stored energy averaged per interface zones at time $t = 0$ s.
formed in the present work, the time step was chosen to ensure that any displacement of GBs for each time increment is less than the mesh size. To perform the simulations with acceptable computation time, \( h \) was chosen to be equal to 4 times the mesh size, which is the same as the half-value thickness of the reinitialization zone.

The evolution of recrystallization fraction in the performed simulations are presented in Fig. 10 in comparison with the results reported in [20] for the necklace-type nucleation and bulk-type nucleation. One can see that the recrystallization kinetics differ at the beginning of the heat treatment: a higher recrystallization rate was recorded in the case of "per interface" approach. This results is expectable since the dislocations accumulate mostly in the vicinity of GBs and this should yield a higher GBs migration rate when the GBs passes these zones. In contrast to the "per interface" model, the approach with averaging the energy per grain suppresses this physical aspect. However, the curves obtained using these two methods are close and match at the final stage of the heat treatment.

![Figure 10](image_url)

Figure 10: Temporal evolution of the recrystallized volume fraction obtained using the "per interface" (present work) and "per grain" (Scholtes et al. [20]) approaches in cases of necklace type and bulk nucleation.

All the results analyzed further in this subsection were obtained for the necklace-type nucleation and bulk-type nucleation. To compare the models with averaging per
grain and per interface, the evolution of the mean grain size was plotted. As one can see in Fig. [11] it is greater in the polycrystal issued from the ”per interface” simulation.

For the comparison of the grain topology, the analysis of grain volume - grain surface area scattering was performed. The initial scattering as well as the grain size distribution are plotted in Fig. [12]. The grain size distributions at time $t = 500$ s and $t = 1000$ s are shown Fig. [13](a-b) and differ slightly for the two approaches. The distributions are shifted towards higher equivalent grain size radii in the case of ”per interface” method. This is in agreement with the data obtained for the mean grain size shown in Fig. [11]. The grain volume - area scattering at time $t = 500$ s and $t = 1000$ s obtained in the simulations using ”per grain” and ”per interface” averaging can be compared in Fig. [13](c-f). Higher values of grain surface area were obtained in the case of the ”per interface” method as it can be noticed from the comparison of Fig. [13](c) with Fig. [13](e) and Fig. [13](d) with Fig. [13](f), while the grain volume range is the same for both approaches. These results allow to conclude that the grains issued from the ”per interface” simulations dispose more complex topology. This can be seen in Fig. [14] illustrating the grains and middle cross sections of the polycrystal. It is worth mentioning that curved GBs were formed even without strain energy heterogeneity along the interfaces (see, for example, the red circles in Fig. [14](d)). In Fig. [14](c-f), in some places, a debonding phenomenon seems appear between grain interfaces (see for example the green circles in Fig. [14](f)). This effect is purely due to the post-processing where, to limit the storage data, a unique $\varepsilon$-isovalue (with $\varepsilon$ positive and close to zero) of the $\max_i(\phi_i)$ is observed in 2D-cuts rather than to exhibit the zero-isovalues of all the GLS functions.

The 3D simulations were realized on 18 Intel Xeon CPUs. Calculation time of the ”per interface” simulation was slightly higher (37.5h) than the ”per grain” method (35.8h). This difference can be explained by a higher computational cost of the direct reinitialization algorithm in the ”per interface” simulations since higher grain surface area is formed as it was shown before.
Figure 11: Temporal evolution of the mean grain volume for the polycrystal with necklace-type nucleation obtained in the simulations with averaging the stored energy per grain and per interface.

Figure 12: (a) Initial grain surface area - grain volume scattering and (b) grain size distribution for the simulation with necklace-type nucleation.
Figure 13: (a) Comparison of grain size distributions at time $t = 500 \text{ s}$ and (b) $t = 1000 \text{ s}$. (c) Grain surface area - grain volume scattering as provided by "per grain" approach at time $t = 500 \text{ s}$ and (d) $t = 1000 \text{ s}$. (e) Grain surface area - volume scattering as provided by "per interface" method at time $t = 500 \text{ s}$ and (f) $t = 1000 \text{ s}$. 
Figure 14: (a) Grains of one of the GLS at time $t = 1000 \text{s}$ obtained in the simulation with averaging per interface. (b) Middle cross section of the grain structure at the initial state, (c) middle section obtained in the simulation using “per grain” and (d) “per interface” methods at time $t = 250 \text{s}$ (red circles correspond to example of curved GBs); (e) middle section obtained using “per grain” and (f) “per interface” methods at time $t = 1000 \text{s}$ (green circles correspond to example of post-processing artifacts).
5. Effect of heterogeneities along GB

To study the effect of the stored energy heterogeneity along GB, a small system containing 12 grains and 1 nucleus with dimensions $0.2 \times 0.155 \times 0.12 \, \text{mm}^3$ was extracted from the polycrystal considered in the previous subsection. An isotropic homogeneous FE mesh composed of 7,683,541 elements was used in the simulation. The stored energy field was interpolated from the original coarse mesh thereby smoothing it along GB. The time step $\Delta t = 1 \, \text{s}$ was chosen to ensure that the displacement of a migrating GBs at each step is less than the mesh size.

Fig. 15 illustrates the grain structure of the extracted part with the corresponding stored energy field. The nucleus can be clearly distinguished in Fig. 15 by the blue color which corresponds to the minimal strain energy $e_0 = 0$.

In the vicinity of multiple junctions, the velocity field, $\vec{v}_e$, was smoothed as it was originally proposed in [17] instead of using Eq. (14):

$$\vec{v}_e(x,t) = M \sum_{i=1}^{N_p} \sum_{j=1, j \neq i}^{N_p} \chi_i(x,t) f(\phi_i(x,t), l)(\epsilon_i(x,t) - \epsilon_j(x,t))\vec{n}_{ij}(x,t),$$

where $\chi_i$ is the characteristic function for the grain family $i$ and $\epsilon_i(x,t)$ is the stored energy field (without averaging).

To compute the energy difference across the interface, $\epsilon_i(x,t) - \epsilon_j(x,t)$, the reinitialization/extension procedure was used as it was implemented in [20]. Namely, the global stored energy field was decomposed on $N_p$ fields according to the grain families. Each field is equal to the original energy value in nodes where $\phi_i(x,t) \geq 0$ and -1 otherwise. Next, the extensions for the energy fields are constructed: the value from each node which is the closest to a surface element of the interface of $\phi_i$ (discretized during the reinitialization procedure) but not in $\phi_i$ is transmitted across the interface to nodes in $\phi_i$ closer to this surface element of the interface than any other, up to the thickness $h$. This can be done thanks to the $k$-$d$ tree constructed in the reinitialization algorithm [20].

The interfaces obtained for the time $t = 250 \, \text{s}$ in the simulations without averaging procedure are shown in comparison with the results of computation using the ”per interface” method. The shapes of the GBs at the transient state obtained in the simulations
without averaging (Fig. 15(e)) are much more complex compared to the ones provided by the approach with interface treatment (Fig. 15(c)). The resulting microstructures at time $t = 1000\ s$ for these approaches differ significantly as one can see in Fig. 15(f) and Fig. 15(d).

These results demonstrate clearly that the strain energy heterogeneities along GB, affect both the transient and final grain shapes and size in the microstructure under thermomechanical processing. However, due to the very high computational cost of the simulations without averaging procedure, only small systems have been studied at yet.

6. Conclusions

The summary of the present work is the following. The GBs motion driven by stored energy gradient in polycrystalline microstructure was reconsidered by treating the energy heterogeneities at the intragranular scale. First, the stored energy in the grain was averaged over the adjacent zone of each GBs and not over the whole grain as in previous deterministic full field works. This treatment provides more accurate simulation from the physical point of view with low supplementary computational cost.

In contrast to the approach which averages the stored energy per grain and provides the regular shape of GBs in the simulations of static recrystallization, the proposed per interface method demonstrates that GBs distortions can be produced. This was revealed in the analysis of three GBs junction motion with prescribed constant GBs velocities. The obtained simulation results are in good agreement with solutions found in the literature.

For the large SRX simulations, a higher recrystallization rate at the early stage of heat treatment was observed in comparison with the results of simulations in which the stored energy was averaged per grain. The analysis of grain volume and grain surface area scattering shows that in the simulations using "per interface" method the distribution of corresponding points is shifted towards higher values of surface area compared to the simulations using "per grain" method. This is in agreement with the results obtained for the three grain junction motion. The results of small system
Figure 15: Comparison of the static recrystallization in (a) the polycrystal with 12 grains and 1 nucleus extracted from the data provided by CPFEM with (b) the corresponding stored energy field. (c) Results obtained by “per interface” method at time $t = 250$ s and (d) $t = 1000$ s, and (e) without averaging at time $t = 250$ s and (f) $t = 1000$ s.
simulations with few grains and fine mesh revealed that even more distorted GBs can develop if one considers strain heterogeneities along GB.

The findings of the present work are supported by experimental observations of static recrystallization were tortuosity of grains are always more pronounced than during pure grain growth regime. Moreover the method described here will be further used for developing a new LS model to simulate the formation of annealing twins, which has been shown to occur preferentially along with the migration of the recrystallized front and is likely to be promoted by the tortuosity of this interface \[19, 39\].
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